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Abstract: We propose a new iris texture coding techniqui wiptimal feature extraction,
and design a secure remote (internet) access sysi@the proposed biometrics.
The proposed iris coding method is based on ZaleGedefficients sequence, and
additionally uses an optimal selection of a sub$#is features. The secure access
involves a communication scenario that employs aaluslient-server network
model, thus incorporating standard security mecmasi with biometric
enhancements. The proposed access scenario eriabieslude the aliveness
detection capability and the biometric replay dtpevention.
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1. INTRODUCTION

The ideal biometrics may be envisioned as a phlysichehavioral
characterization of a person and a method of rsbgjic description, fused
in a system that is resistant to counterfeits, pced no authentication errors,
is immune to aging and diseases, brings no so@lgious, ethical, and
other objections, and finally, is comfortable ireus

Biometrics research is still looking for this idleA wide variety of
biometric modalities have been investigated andieghgo various access
control scenarios, including fingerprints, iriscéa voice recognition, hand
geometry, handwritten signatures, etc. At preséngerprint analysis is
quite widely used, yet iris-based authentication aisother important
candidate for being a source of highly distinctatéributes characterizing
identity with high reliability. It is fast, highlyeliable and completely non-
invasive, is stable throughout the human life andependent of genetic
features [A2], and raises little social objectiofke iris-based authentication
seems to be close to ideal and is likely to premadlr its competitors.

The iris texture complexity is very high and maged non-trivial
feature extraction and coding algorithms and laxgmputation times. The
iris authentication methodology has been pionebsedohn Daugman, and
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the commercial solutions are based on his algosthfhere still may be a
need for new solutions, aiming into fast robustdeaextracting.

In the paper we propose a new method of iris textinding and
feature extraction, and its application to interrsefcurity. We shortly
introduce the iris coding method based on Zak-Gabefficients sequence,
the routines for optimal iris features selectiomg ave show how these ideas
may be implemented into a secure remote accessnsy#t prototype of
remote such authentication device was built angdesith the use of an iris
database.

2. EYEIMAGING

2.1. Imaging Hardware

Before any type of processing, the iris images rficsgstbe captured.
In this order, we use Iris Imaging Device whichaigpart of NASK Iris
Recognition System prototype (Figure 1). The systamsists of an eye
imaging analogue camera with 570 TV lines resofutexjuipped with
motorized lens, a framegrabber board for image iaitiqun, near-infrared
illuminators placed on both sides of the lens, anslorkstation controlling
the hardware and processing acquired images. Tagimg system interacts
with a volunteer during the imaging process angddlim/her to position
his/her head correctly behind the camera lens. @rebardware encounters
the eye existence in a proper distance and positicstarts to acquire a
sequence of frames with varying focal length, tlmasnpensating small
depth-of-field that is common in imaging small &igyas the human iris.
The acquisition process takes approximately onergkcand the whole iris
image capturing including eye positioning approxmesato 5 seconds. The
iris images are compliant with the rectilinear iisage requirements as
required by ISO/IEC 19794-6 Final Committee Dr&fg].
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Figure 1. Iris image acquisition prototype as developed &B8K. The prototype consists of
the workstation controlling the hardware and preesiris images (1), iris imaging camera
(4), eye surroundings imaging camera (5), lens m@g@), positioning mirrors (6) and

positioning LEDs (7), infrared filter (8), infrarelfluminators (9).

The above hardware was used to create at NASK lénmdal
biometric database BioBase, which at present amtanages of iris, face,
hand shape, and handwritten signatures, of coupleundred volunteers.
BioBase will be employed here to test the prop@ggatoaches.

2.2 IrisBody and Occlusions L ocalization

Camera raw image contains the iris and its sudimgs. Thus, the
iris localization methods must be applied to exttthe valuable iris texture
information available within the image. Localizati@f both inner (i.e.,
between the pupil and the iris) and outer (i.etwben the iris and the sclera)
iris boundaries makes use of local image gradistitnation. Consequently,
we approximate the shape of inner and outer bowggldy two non-
concentric circles. Figure 2 presents the camenaim@age with iris both
circular boundaries localized.
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Figure 2. Pre-processing of the raw iris image: detectionaziusions (circled lines) and iris
sectors free of occlusions (white lines).

The extracted iris body is almost always occludgdeyelids, or interfered
with specular reflections as the effect of infraitaimination (cf. Fig. 2).
Thus, we apply the method of localizing the iristtee occlusions through
detecting of inconsistent iris structure pointsskiiris texture irregularity in
radial direction is investigated at several angyasitions. Afterward,
estimating the maximal inconsistency for a particidis image, we compare
this result with inconsistency for radial directsodetermined for a number
of angular sections. Consequently, we end up wittap of occlusion points
for a number of angular sections.

Figure 3. (left) Image regularity determination in typicaftlge of occlusions iris sections,
(middle) irregularity check in all angular sectiosght) iris occlusions detected.
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2.3 IrisBody Representation

Zak-Gabor algorithm makes use of a rectangulas irhage
representation. The inner and the outer iris boteslaare approximately
circular, yet are not concentric. It is thus uséfutransform the iris image to
a rectangular representation by a resampling. Thgosections free from
eyelids and reflections, each of the angular waft®(®, are used in further
image analysis, see Figure 4. DenotePhhe iris sector angular width and
by H its height.

The experiments (see also [A2]) revealed muchérigbrrelation of
the iris body in the radial direction as comparedhe angular direction.
Thus, instead of analyzing 2D images, we reprebettt iris sectors (in
rectangular coordinates) as a collectiorRafis stripes R/2 stripes for each
iris sector). Angular fluctuations of the iris stture are represented by the
stripe variability, while radial fluctuations arevemaged over a certain
horizon.

Andrzej Pacut, Adam Czajka, Przemek Strzelczyis Hiometrics for secure
remote access", in: J.S. Kowalik et al. (Ed.), &@gpace Security and Defense:
Research Issues, pp. 259-278, Springer, 2005



Figure 4. Left and right iris angular sectors in rectang@@ordinates, as determined for
iris image depicted in Fig. 2
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Figure5. Intensity fluctuations in a single stripe, as deieed for angular sector shown in
Fig. 4.

Presented iris acquisition system is equipped wittoding method
(see Sec. 3) to make it possible to observe andneehthe iris recognition
process. Tables 1 and 2 present the average pirageisses in the current
version of NASK Iris Recognition Device.
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Table 1. Raw iris image acquisition times when using NA$iIK Recognition Device

Task Average
processing time [9]
Skilled volunteer head and eye positioning appeox.
Frames collection acquisition approx. 1.0
Best quality frame selection approx. 1.5
Total approx. 5.0

Table 2. Raw iris image processing times when using NAS&Recognition Device

Task Average
processing time[9]

Iris boundaries localization and occlusions 2.819

detection

Representation of iris image as a sequence of 0.586
stripes

Zak-Gabor coefficients calculation and 0.06

transformation into a features vector
Matching <0.01
Total 3.47

3. IRISCODING

3.1. Gabor Expansion

It is often convenient to characterize a discreteetsignal in the frequency
domain, or in a joint time-frequency domain, thuesatibing a stationary
frequency distribution of energy. The common and Il wknown

mathematical tool for frequency analysis is therkewuransform, typically
in the form of Fast Fourier Transform. Sometimesr fHon-stationary
signals, it is fruitful to characterize the freqagnlocally, and find the
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distribution of signal energy in local — possiblyedapping — time segments.
Typical examples of applications of this approactlide sound analysis,
like music applications, human voice recognitiord dsiometric speaker
verification. Pattern analysis is a second impdregpplication domain of

time-frequency techniques, where the purpose diysisais to differentiate

(or recognize, segment, identify, etc.) local areagcoming data by a use
of local filters. In many cases it is fruitful tdharacterize these filters by
position and scale instead of time and frequency.

Iris texture analysis may be qualified as a 20qpatanalysis task,
yet it is often simplified to a set of 1-D task$i€Tanalysis aims at describing
local features of iris, so that to construct a caotfeature vector. Time-
frequency or scale-frequency analysis seems to hataral candidate to
solve this problem. One of possible approachesaiso@s sighal expansion
[C1], where a continuous-time signal is presentedaiform of a set of
properly shifted and modulated elementary (arbiyr@haped) signals.
Typically, the elementary signals are Gaussianathapsince they result in
best time-frequency resolution. In other words, €3&@n-shaped elementary
signals (shifted and modulated) occupy the smalestsible area in the
time-frequency domain. Gaussian-shaped elementgnals are yet not
orthogonal, so Gabor's expansion coefficients catweodetermined in a
simple way. Suggested algorithms include makingwirelow function bi-
orthonormal to the Gaussian-shaped elementary ibtm¢C3], the matrix-
based algorithm [C6], and Zak transform [C3,C6].ttBanatrix-based
algorithm and the Zak-Gabor transform result ireclirGabor’s coefficients
calculation. Determination of Gabor's expansion fitoents through the
Zak transform, developed by Martin J. Bastiaang],[@&3often called Zak-
Gabor transform and is the fastest method for phigpose. We shortly
describe this approach.

Denote byg a one-dimensional Gaussian function characte thgeal
scale parametdd, sampled at points 0 P-1, namely

glp] = 2%6—7’([1’4'%]/‘0)2, p=0...P—-1 (1)

We describe the Zak-Gabor transform for a sindtges and a
chosen fixed scale paramef@rLet M be a number of translations gfand
K be the number of frequency shifts where we alwake M=P/K. The
Gabor elementary functions (GEF), are defined affeshand modulated
versions ofg, namely

gmlp] = glp — mK]e** /K p=0...P—1 @)
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where m and k denote position and frequency shifts, respectively
(m=0,1,...M-1, k=0,1,...K-1), andg is wrapped around® point domain.
Denote byf the intensity function defined on a stripe. Theité discrete
Gabor transform of is defined as a set of complex coefficientg that
satisfy the Gabor signal expansion relationshimeig

M-1K-1

fil= > Y amrgmilpl, p=0...P -1 ©)

m=0 k=0

Following Bastiaans [C3], we sKtD in further analysis so that the
scaleD parameter together with the stripe dzdetermine botiM andK.

3.2. Zak transform

The discrete finite Zak transfor#i[ p,gK,M] of a signalf sampled
equidistantly afP points is defined as the one-dimensional discketarier
transform of the sequeniigr+ nK], n=0,...M-1, namely [C3]

M—-1

Zflp, ¢ K, M= > flp+ nKlene2m/M (4)

n=0

where M=P/K. The discrete Zak transform is periodic both iegfrencyg
(with the period &M) and in locationo (with the period), we choose the
values ofp and gwithin the fundamental Zak interval, nameiy0,1,...K-1
andg=0,1,...M-1.

Similarly to the Fourier transformation, one magcanstruct the
original functionf from its Zak transform by way of the inverse diterZak
transform, using the formula

M—1

flo+nK] = <2 37 Zflp, 65 I, Mo/ ©)

n=0

simultaneously restricting the domain of the restdt the fundamental Zak
interval.
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3.3. Application of Zak transform in Gabor
transfor mation

Gabor's expansion coefficients can be recoverenh fhe product
form (8). In fact, application of the discrete Za&nsform (5) to both sides
of (3) yields

M—-1[M-1K-1
]=

z_: Z amkglp +nkK — mK] eik"%/’(] g~ me2m/M (6)

n m k

Zflp, ¢ K. M

Rearranging the factors in (6) to

Zflp, ¢; K, M] =
M—-1[M-1K-1
Z Z flmk!}[ﬂ +nk — T}’LI(] Ejikpi’ﬁ/KE:—iin.gﬁf_’W/M ei‘m,rf)’_’ﬁ/M:| Ej—i11gﬁ2ﬁ/M —
n=0 m=0 k=0 (7)
M-1K-1 M—1
e 2T (me/M—kp/ K) Z glp+ (n — m) K] f:i%("m)@/M}
m=0 k=0 n=0
results in
Z flp, ¢; K, M] = Falp, ¢; K, M| Zg[p, ¢; K, M] (8)

whereFa[ p,@K,M] denotes the discrete 2D Fourier transform of digmal
a, andZg[po,@K,M] is the discrete Zak transform of the Gaussiandain
used in the Gabor transformation. It shows that d&abexpansion
coefficients can be easily recovered from the pcodarm (8). Once we
chooseK andM to be a power of 2 (hence the signal lenigtis a power of
2), calculation of bothzf[o,gK,M] and Zg[p,@K,M] and inverting 2D
Fourier series rely on the Fast Fourier Transfoyie]ding computation
times proportional to those in the FFT.

3.4. Determination of irisfeaturesbased on Zak-Gabor
coefficients

Gabor expansion coefficients (Sec. 3.1) were ddfifor a single
scale parametdd and all strips=0,... R-1. To determine the iris features we
determine Gabor expansion coefficients for chosatesD [0 D, whereD is
the set of scales, ending up with a family of coefhts indexed by the
quadruple: within-stripe position, frequency indesripe index and scale
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(mk,r,D). Identically as in Daugman’s representation dakoons, we define
the featured, as the signs of the real and imaginary parts d¢fGabor
coefficients as features, namely

sgn(R(amrn),  sg0(S(@mh;rp)) (9)

where m=0....M-1, k=0...K-1, r=0,...R-1, D O D. The total possible
number of Zak-Gabor coefficien2R #D, where # denotes the number of
elements in a set, thus leads to mheximal feature vector b of N=2PR #D
elements. We later select a subset of feature® tmdluded in aroptimal
feature vector b". We will keep the order of features identical &irimages.
Hence, the matching requires only XOR operationwbeh two feature
vectors, and the Hamming distance is used as tliehing score between
two irises.

3.5. Choice of optimal features

The number of features in the maximal feature orecif order of
hundreds of thousands, is too big to be usefutaatjre, due to such issues
like data transmission through the net, data seoiagdatabases, templates
comparison made in smart card processors or bi@rstandalone devices,
etc. To reduce the number of features, we will l[émka feature vector that
leads to minimum sample equal error rate determioedavailable iris
images database.

3.5.1. Optimization of features

To find features that carry most information, w#l first analyze
the sample variances of features. Since the sat data can be divided into
classes, each corresponding to a different eyeanalefine average within-
class sample variancg"), and between-class sample variances,8Y for
each featurd, given by (9). The features can now be selectedialn a way
that the between class separation is maximized thwed within class
separation is minimized, with the separations meakiby the respective
sample variances. Intuitively, a feature is uséfat leasts,n” < s < s,
where s,\? is a between-class variance low threshold. Typicahe
number of bits that meet this requirement is $tib high. Moreover, the
features are often highly correlated, thus carngimgilar information. It is
thus useful to introduce stronger selection medmsithat select featurbg
of low within-class sample variance and high betwelass sample
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variance. This prioritizing my be done by sortinige tfeatures by a
decreasing values of the variance quottgntlefined as

RO
Gn = —— (10)
s

In order to minimize the sample correlation whaerting the
features, we select only those consecutive elenfents/hich the sample
correlation coefficients with all the elements atitg selected does not
exceed an assumed correlation threshold. We démeteelected bits tiyn*,
n=0,...N'-1 whereN" < N. They are related to Zak-Gabor coefficients
characterized by various quadruplesk(r,D), cf (9).

To study the relation between the number of festand the system
quality, we may use one of standard measures thatacterize the
difference between two random variables. Assumeth®scores, andc,,
related to comparisons between different and thentidal eyes, are
independent random variables. THecidability (or detectability) [A2] is
defined as

= e (12)

where Cb | Cwdenote the sample means dftd Cw denote sample variances
of ¢, andc,, respectively. The value of estimates the degree by which the
distributions ofc, andc, overlap (the highed is, the lower is the overlap).
The decidability changes with the number of featuneluded in the feature
vector (Fig. 6). We estimatetlusing the iris data in BioBase, and found out
that with the number of features (sorted as desdrédbove) growing to more
that 100 000, the decidability first grows to reamhmaximum for 324
features, and then decreases. At the maximum, there overlap ot, and

¢, distributions, i.e., there are no false matched ao false non-match
examples. This 324-bit vector is an intermedidtefe@ature vector employed
in the second selection stage.
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Figure 6. Decidability coefficient d vs. the number of sakrias features. Best d was obtained
for 324 bits. The corresponding genuine and impastore distributions are presented in the
inset.

3.5.2. Optimization of feature classes

The scales and frequencies of Zak-Gabor coeffigiercluded into
the code have a strong influence on the overalhauks efficiency. Sinc®
and k are dependent, they should be considered simolishe Their
optimal selection is complicated, since we canngtiari guess the most
common frequencies that characterize all iris isagdue to huge and

unknown iris texture variability.
One may assume a uniform distribution of the imfation along the

iris and aim into selecting “the best” frequencgdsairs K,D). This can be
done by grouping in one class all coefficients lid same frequency-scale
pair D), and enlarging the feature vector by all featumes class. In other
words, the problem is to find the best frequen@lespairs.

Note that the number of features included in #radure vectob is
not identical for all classes. The sorting rule fbe classes of features
mirrors the rule used for features: we sort thessda by the decreasing
number of elements included into the feature vedibis enables to find the
frequency-scale pairs for which the distributions o and ¢, are best
separated. In other words, this procedure selbetdetatures most sensitive
to eye texture variability that characterize thdividuals.
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If there are no false matches and no false nochmatrors for the
tested database, we define the separation ma@grthe difference between
the worst (the lowest) between-class comparisomesaad the worst (the
highest) within-class comparison score.

We calculated botld ands for various numbers of feature classes
used in features calculations, and chose classede{Sequency pairs)
characterized by the maximal This leads to the iris feature vector of 1152
bits (144 bytes) containing only four feature cées@Fig. 7). Simultaneously,
for those four selected feature classes we achidwednaximal non-zero
separatiors.
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Figure 7. a) Decidabilityd vs. number of sorted frequency-scale pairs inadudehe feature
vector, b) the separation margirc) the length of the iris feature vector, d) ligttion of
comparison scores for the same and different ifmethe best final 144 byte iris feature

vector.

We verified the above feature vector using the data for 180
individuals included in BioBase, with four imagesr prolunteer available,
three used for template creation and one emplayeerification trials (Fig.
8). We obtained zero false matches and zero falsanatches.
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Figure 8. Comparison scores for iris data in NASK BioBasé 08 genuine and 32220

(N(N-1)) comparisons impostor transactions were uBké.average genuine transaction

score 0.22, the average impostor transaction €cd8s the minimal impostor transaction

score 0.37, maximal genuine transaction score @l3&shold = 0.35 results in no sample
false match and no sample false non-match errors.

4. IRISVERIFICATION FOR REMOTE ACCESS

4.1. Remote Access Scenario

Biometrics can be used in granting the remotessct®ethe network.
The scenario employs a common client-server netwarddel, thus
incorporating standard security mechanisms withmieiisic enhancements.
The client terminal (see Fig. 9) is a biometricdzhfiost, equipped with the
capturing device and the processing unit that nreasthe biometric trait
and calculates the features vector (biometric tatepl The client
capabilities may be understood in a wider senses émabling the client to
be equipped with sensors related to more than @melric modality. The
proposed access scenario enables to include thenafis detection
capability and the biometric replay attack prevamtiTo insert the necessary
elements into the communication flow, capture-delpeh parameters will be
retrieved by the client terminal prior to the bidnetrait measurement.
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Figure 9. Biometric remote network access scenario. Sirgglete network access is
depicted in a form of the EAP packets exchange éatvithe biometric client and the
biometric authentication server.

A flexible solution of biometric remote authentioa can be based
on biometric enhanced EAP protocol included in RBBIserver. RADIUS
can incorporate a number of authentication progcelg., PAP, SPAP,
CHAP, MS-CHAP, EAP, depending on the distributidine EAP protocol
(Extensible Authentication Protocol) — among those available — can be
extended for additional authentication methodoldgigure 9 presents the
proposed EAP packets exchange in case of the hiecme¢mote
authentication, with aliveness detection and biowmeteplay attack
prevention. Note that the client terminal may regusome volunteer-
dependent parameters prior to the capturing pro@egs position and size
of the iris sectors, left/right eye/hand/ear, thegdrprint index, the
handwritten signature phrase, etc.). These additiparameters may be used
for biometric replay attack prevention, since tbhever may require different
parts of the biometric traits in each transactiédditionally, the same
mechanism of using additional parameters may bduluse dynamic
biometrics implementations (e.g., phrase-dependemte verification),
when the challenge-response mechanism is necessary.

The above scenario is generic and may be apptentis-based
authentication. In particular, iris recognition wiZak-Gabor iris coding
methodology can be applied here.
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The client workstation can be established on Wivel2000 system
and configured to enable for VPN connection to teenote network.
Windows 2003 Server can be used as Network Acoexs&S(NAS) for this
purpose. The Radius biometric server can be iestalh the same machine
as NAS. The server may use MS SQL 2000 databadedoretric templates
storage. MS SQL database makes it easy to imporhdiric data from
BioBase. MS SQL database interface must then bkedpp Radius server.
The enrolment station can be established on a eedivatdows 2000 system.
The next subsections depict the scenario elements.

4.2. Biometric Client Terminal

A biometric variant of EAP (BEAP developed by Teldca 1&D,
may serve as an example) can be enhanced withrignéMbdule. This
enables to adapt Iris Recognition Device with Radialient and
consequently to setup a remote access scenarid basas pattern analysis.
The Iris Module has the following proposed functitity:

* It controls Iris Imaging hardware and captures imgages with the
desired quality and speed,

» It processes the acquired images, i.e., a) detieetsiner and outer
iris boundaries within the raw camera image, baliaes the eyelids
and specular reflections, c) extracts two iris @ectased on the
localized occlusions, d) transforms the iris sextor the collection
of R stripes,

e It calculates the biometric template based on #presentation of
the iris image as the sequence of signs of theGaboer expansion
coefficients.

The Iris Module consists of the device library diger high-level
hardware management and image capture, and thetlahge library, which
deals with image processing, quality measuremeid, and occlusions
detection, and features extraction functions. Fagli® depicts the entire
Client Terminal structure.
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Client Terminal
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Recognition
Hardware

’ H ‘ Device drivers H Network Interface ‘ H Acc'\:aestzvgerzl:ver

Figure 10. The remote client terminal architecture

4.3. Biometric Authentication Server

Radius server was configured to use MS-SQL BioBsmwer to
store the templates. NASK BioBase Access Moduleaddnables to make
loading and storage of templates transparent to &&Wer Core. The server
was also expanded by the iris matching algorithehdsigure 11.

Biometric Authentication Server

Network H H
Figure 11. Biometric Authentication Server based on Radiugessr with remote Biometric
Database

4.4. Enrolment Terminal

The Enrolment Terminal (cf. Fig. 12) uses the NABIK Module
and BioBase Access Module. A separate applicasatteveloped that uses
common elements of NASK biometrics modules, nantbly,device library
to control the hardware, and the algorithms libitarprocess iris images and
calculate iris features vectors.

The enrolment terminal captures a certain numbeimages of
volunteer’s eye. The raw image is processed tactite inner and outer iris
boundaries and eyelid occlusions. As an additisealirity mechanism, the
occlusions may be used to determine volunteer-dipdrfree of occlusions
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(FOC) angular iris sectors, used for iris code trmiesion in place of pre-set
angles. The FOC angles can enhance the iris cdgeemrolment hardware
helps the user to position his or head correcthirizbthe camera.

Enrolment Terminal

Iris
Recognition
Hardware

: - | : S dule
3 <¢:{> Device drivers H ODBC | <;:{>

Figure 12. Iris biometrics enroliment terminal, developedN&SK for use with the remote
access scenario

5. CONCLUSIONS

In the paper we described a new method of irisutextoding and feature
extraction, together with its application to rematecess security. We
introduced the iris coding method based on Zak-Gabefficients sequence
and the methodology of the optimal iris featurelec®n. The proposed
approach leads to zero false match and zero falsematch sample errors.
We also showed how these ideas can be implementaedsecure remote
access framework.
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